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A B S T R A C T

Peripapillary atrophy (PPA) is a clinical abnormality related to many eye diseases, such as myopia and
glaucoma. The shape and area of PPA are essential indicators of disease progression. PPA segmentation is a
challenging task due to blurry edge and limited labeled data. In this paper, we propose a novel semi-supervised
PPA segmentation method enhanced by prior knowledge. In order to learn shape information in the network,
a novel shape constraint module is proposed to restrict the PPA appearance based on active shape model. To
further leverage large amount of unlabeled data, a Siamese-like model updated by exponential moving average
is introduced to provide pseudo labels. The pseudo labels are further refined by region connectivity correction.
Extensive experiments on a clinical dataset demonstrate that our proposed PPA segmentation method provides
good qualitative and quantitative performance.
1. Introduction

Peripapillary atrophy (PPA) is also called the optic disc crescent,
which is a clinical finding associated with chorioretinal thinning and
disruption of the retinal pigment epithelium (RPE) in the area surround-
ing optic disc (OD) [1]. The presence of PPA is a symptom related to
two ocular diseases, myopia and glaucoma [2], which may cause visual
impairment even blindness [3,4]. The appearance of PPA can provide
an alarm for medical treatment at an early stage. Clinically, to observe
PPA, non-invasive fundus images are commonly used. However, man-
ually measuring PPA parameters such as PPA’s size is time-consuming
because it needs to outline PPA region precisely from retinal images.
Therefore, proposing an automatic method for PPA segmentation is
necessary, especially in population-based clinical studies.

Recently, there have been some investigations into PPA segmenta-
tion which can be divided into traditional methods and deep learning-
based methods. Traditional methods perform object segmentation based
on image features such as color, intensity, texture and shape. Lu
et al. [5] proposed a method based on a hybrid image processing
technique to segment OD and PPA which combines several traditional
techniques, including scanning filter, thresholding, region growing, and
a modified Chan-Vese model [6] with a shape constraint. Furthermore,
they programmed a retinal imaging tool set for PPA and OD assessment
(PANDORA) [7]. The process includes segmentation of OD region by
edge detection and ellipse fitting methods first, then segmentation of
PPA outside the OD by sequence operations in the same way as the
method in Ref. [5]. However, the above two methods are highly sensi-
tive to initialization, which fail to obtain accurate boundaries for weak
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PPA. Li et al. [8] utilized evenly oriented radial lines to detect PPA
boundary and used least square ellipse fitting to add shape constraints.
However, the complicated illuminance around OD or overlapping blood
vessels might affect the performance of the method.

With the rapid development of deep learning, the research on PPA
segmentation has gradually shifted from traditional methods to deep
learning-based methods. Chai et al. [9] proposed a multi-task fully
convolutional network model to extract OD and ’PPA plus OD’ (PPAOD)
jointly, in which edge continuity of the object area is considered. The
PPA segmentation result is obtained by subtracting OD from PPAOD.
The edge continuity of this method considers the OD and PPAOD areas
but does not consider the PPA area separately, so the edge continuity
of the obtained PPA segmentation result is not satisfactory. In method
proposed in Ref. [10], the boundary of PPA is directly considered, in
which a boundary guidance convolution network is proposed to seg-
ment PPA area. These two deep learning methods mainly consider the
boundary information but the shape features of PPA are not included
yet.

Shape is an essential feature in image segmentation. Incorporating
prior shape knowledge into traditional image segmentation algorithms
has been proven to be helpful for obtaining more accurate and rea-
sonable results. Deep learning methods combined with prior shape
knowledge attract more and more researchers’ attention. Shape con-
straints are often used as post-processing operations on deep learning
segmentation results. In Refs. [11,12], conditional random field (CRF)
[13] is used to refine the rough segmentation results. In method of
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Fig. 1. Diagram of the proposed semi-supervised PPA segmentation approach. The upper left corner of the image ‘L’ represents labeled data and ‘U’ represents unlabeled data.
Our proposed model contains a Siamese-like structure, including a student model and a teacher model. An ASM module is cascaded after the student model which is used to learn
the shape parameters and further calculate the shape constraint loss. The region connectivity correction module is cascaded after the teacher model which is used to make the
pseudo labels more accurate.
Ref. [14], the weighted fuzzy active shape model is used as post-
processing to complete the segmentation of the bounding box. In
Ref. [15], the phase-based active contour (PBAC) model [16] is further
used to improve the rough segmentation results predicted by the con-
volutional network. In Ref. [17], denoising autoencoders can improve
the anatomical plausibility of unfeasible segmentation masks as a post-
processing step. Although better shape can be obtained by using the
post-processing method, the post-processing operation is a multi-step
operation, which is time-consuming and complex to obtain the final
segmentation result. There are also some works incorporating shape
constraints into convolutional neural network. The milestone work is
ACNN [18], which learns the non-linear compact representation of
anatomy by a stacked convolutional autoencoder. The auto encoder–
decoder architecture or its variation for shape constraint is then utilized
in various areas such as pediatric MR [19] and cardiac MRI [20]. How-
ever, the features encoded by the autoencoder have no corresponding
physical interpretation.

In order to increase the interpretability of shape constraints, in
our preliminary work published in a conference paper [21], a PPA
segmentation method with shape constraint is proposed by introducing
a shape-based loss to the convolution neural network, in which the
shape information learned by the network has actual physical meaning.
However, this method is a fully supervised method, and the number
of pixel-level annotations in the actual segmentation task is limited.
Lack of annotated samples limits the network’s performance. Pixel-wise
annotation is time-consuming especially when the boundary of PPA
in fundus images is not clear such as in young patients’ data. In this
case, semi-supervised PPA segmentation is worth investigating since
unlabeled data are more accessible. Recently, there have been some
investigations on semi-supervised medical image segmentation. Due to
the robustness and efficiency, mean teacher [22] has been employed
into the medical image segmentation tasks successfully [23–26].

Considering that PPAs are often crescent-shaped, especially for
teenagers. In this paper, inspired by the success of mean teacher
model, we propose a semi-supervised PPA segmentation with shape
constraints. A novel shape constraint loss is proposed inspired by the
active shape model (ASM) [27]. Instead of using the ASM in pre-/post-
processing, our method can be trained in an end-to-end manner using
2

the proposed loss function with a new ASM module. Moreover, the
unlabeled data are leveraged by the Siamese-like structure with region
connectivity correction. The main contributions of this article can be
summarized as follows:

1. A novel semi-supervised method is first proposed for PPA seg-
mentation. Due to the limited amount of labeled data, the semi-
supervised method can make full use of unlabeled images to
handle the problem of insufficient labeled data and further
improve performance of the network.

2. Shape constraint is added to the network. The specific implemen-
tation is to cascade the proposed ASM module in the network
to learn the shape parameters and further calculate the shape
constraint loss.

3. In order to make the pseudo labels more accurate, a region
connectivity correction module is applied to ensure that the
prior information of PPA area is a consistent region in the
semi-supervised segmentation.

4. Comprehensive experiments are carried out to evaluate our ap-
proach. The experimental results show that it achieves superior
performance compared with other methods.

2. Methods

We propose a novel semi-supervised PPA segmentation method in-
corporating shape constraint and prior information. Given the network
𝜙(𝑥) and the training dataset 𝐷 = 𝐿 ∪ 𝑈 , where 𝐿 =

{

𝑥𝐿𝑖 , 𝑦
𝐿
𝑖,𝐺𝑇

}

is the labeled data pair and 𝑈 =
{

𝑥𝑈𝑖
}

is the unlabeled data without
ground truth. The semi-supervised segmentation method tries to learn
the network 𝜙 by optimizing the following loss function:

 =
∑

𝑖
𝑠(𝜙(𝑥𝐿𝑖 ), 𝑦

𝐿
𝑖,𝐺𝑇 ) + 𝜔𝑢(𝜙,𝐿,𝑈 ) (1)

where 𝑠 and 𝑢 indicate supervised loss and unsupervised loss, respec-
tively. 𝜔 is a regularization weight.

Fig. 1 illustrates the structure of the proposed PPA segmentation
method. Our model  contains a Siamese-like structure, including a
student model  and a teacher model  . Since most PPAs are
𝑆 𝑇
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𝑦

Fig. 2. Operations of generating ground truth about shape information. The upper left corner of the image ‘Std’ represents the standard image. The red mark is the ground truth
used in the subsequent calculation of the shape constraint loss.
crescent shape, in order to learn the shape information in the process
of network training, an ASM module is proposed to calculate the shape
parameters which are used to restrict the PPA appearance by the
proposed shape constraint loss. For labeled data pair 𝐿, the ground
truth 𝑦𝐿𝑖,𝐺𝑇 contains four parts 𝑦𝐿𝑖 , 𝜽𝐿𝑖 , 𝑦𝐿𝑖,𝑎𝑙𝑖𝑔𝑛 and 𝒃𝐿𝑖 , where 𝑦𝐿𝑖 is
the original image annotation, 𝜽𝐿𝑖 is the affine matrix, 𝑦𝐿𝑖,𝑎𝑙𝑖𝑔𝑛 is the
output after affine transformation, and 𝒃𝐿𝑖 is the shape coefficient. For
labeled and unlabeled images (𝑥𝐿𝑖 and 𝑥𝑈𝑖 ), the student model outputs
the predictions (�̂�𝐿𝑖,𝑜𝑢𝑡𝑝𝑢𝑡 and �̂�𝑈𝑖,𝑜𝑢𝑡𝑝𝑢𝑡). The ASM module only inputs the
prediction result �̂�𝐿𝑖,𝑜𝑢𝑡𝑝𝑢𝑡 of labeled data, and outputs shape information
(�̂�𝐿𝑖 , �̂�

𝐿
𝑖,𝑎𝑙𝑖𝑔𝑛, �̂�

𝐿
𝑖 ). The pseudo label �̂�𝐿

′∕𝑈 ′

𝑖,𝑜𝑢𝑡𝑝𝑢𝑡 for 𝑥𝐿∕𝑈𝑖 is obtained by the
teacher model. In order to make the pseudo label more accurate, the
output of the teacher model is performed by a region connectivity
correction module to introduce prior information that PPA is a sin-
gle connected region, and the processed pseudo label is denoted by
̂𝐿

′∕𝑈 ′

𝑖,𝑝𝑜𝑠𝑡 . The supervised loss 𝑠 includes shape constraint loss 𝐴𝑆𝑀 and
segmentation loss 𝑠𝑒𝑔 . The shape constraint loss is calculated based
on the outputs of ASM module (�̂�𝐿𝑖 , �̂�

𝐿
𝑖,𝑎𝑙𝑖𝑔𝑛, �̂�

𝐿
𝑖 ) and the ground truth of

shape parameters (𝜽𝐿𝑖 , 𝑦
𝐿
𝑖,𝑎𝑙𝑖𝑔𝑛, 𝒃

𝐿
𝑖 ). Segmentation loss is calculated based

on the student outputs �̂�𝐿𝑖,𝑜𝑢𝑡𝑝𝑢𝑡 and the ground truth annotations 𝑦𝐿𝑖 . The
unsupervised loss 𝑢 = 𝑐𝑜𝑛 is calculated between �̂�𝐿∕𝑈𝑖,𝑜𝑢𝑡𝑝𝑢𝑡 and �̂�𝐿

′∕𝑈 ′

𝑖,𝑝𝑜𝑠𝑡 .

2.1. ASM module

The ASM module aims to propose a shape constraint loss to leverage
the prior knowledge of PPA, which calculates the affine matrix and
the shape coefficient of ASM [27]. In our method, the shape of PPA is
represented by a set of points that can be used as a form of representing
object features. For training data, we process the labeled annotations
to obtain the ground truth of the shape information (𝜽𝑖, 𝑦𝑖,𝑎𝑙𝑖𝑔𝑛, 𝒃𝑖). The
operation steps are shown in Fig. 2.

Firstly, all data are sampled by 𝑛 pairs of landmarks to repre-
sent the shape of them. The 𝑗-th point of the 𝑖-th image is repre-
sented as

{

𝑙𝑥𝑖𝑗 , 𝑙𝑦𝑖𝑗
}

, and the shape of image 𝑖 can be represented
by a matrix composed of 𝑛 pairs of landmark points, i.e., 𝑿𝑖 =
[𝑙𝑥 , 𝑙𝑦 ,… , 𝑙𝑥 , 𝑙𝑦 ,… , 𝑙𝑥 , 𝑙𝑦 ]𝑇 .
3

𝑖0 𝑖0 𝑖𝑘 𝑖𝑘 𝑖(𝑛−1) 𝑖(𝑛−1)
Secondly, select an image with the smallest angle between the
horizontal axis and the line connecting image center and centroid of
PPA area in the ground truth of training set as the standard reference
image, and a point distribution model is derived to get its shape
representation 𝑿𝑠𝑡𝑑 .

Thirdly, the alignment operation is performed to compute the
transformation parameters. The alignment transformation can be rep-
resented by a scaling magnitude parameter 𝑠𝑖, a rotation parameter 𝛽𝑖,
and a translation parameter matrix 𝒕𝒊. After 𝑿𝑖 is aligned, it can be
expressed as 𝑿′

𝑖 and its specific matrix is expressed as 𝑇 (𝑠𝑖, 𝛽𝑖)[𝑿𝑖] + 𝒕𝑖.
The so-called alignment is to transform the shape to make it as close as
possible to the reference shape 𝑿𝑠𝑡𝑑 , as shown in formula (2).

min
𝑠𝑖 ,𝛽𝑖

{

(𝑿𝑠𝑡𝑑 − 𝑇 (𝑠𝑖, 𝛽𝑖)[𝑿𝑖] − 𝒕𝑖)𝑇 (𝑿𝑠𝑡𝑑 − 𝑇 (𝑠𝑖, 𝛽𝑖)[𝑿𝑖] − 𝒕𝑖)
}

(2)

where

𝑇 (𝑠𝑖, 𝛽𝑖)
[

𝑙𝑥𝑖𝑘
𝑙𝑦𝑖𝑘

]

=
[

𝑠𝑖 cos 𝛽𝑖 𝑠𝑖 sin 𝛽𝑖
−𝑠𝑖 sin 𝛽𝑖 𝑠𝑖 cos 𝛽𝑖

] [

𝑙𝑥𝑖𝑘
𝑙𝑦𝑖𝑘

]

(3)

𝒕𝑖 =
[

𝑡𝑥𝑖, 𝑡𝑦𝑖
]𝑇 (4)

𝑡𝑥𝑖 =
1
𝑛
∑𝑛

𝑘=1 𝑙𝑥𝑖𝑘 −𝑊 ∕2 and 𝑡𝑦𝑖 =
1
𝑛
∑𝑛

𝑘=1 𝑙𝑦𝑖𝑘 −𝐻∕2. 𝐻 and 𝑊 are the
height and width of the image, respectively.

The affine transformation parameter 𝜽𝑖 used in the ASM module is
defined as:

𝜽𝑖 =
[

𝑠𝑖 cos 𝛽𝑖 𝑠𝑖 sin 𝛽𝑖 𝑡𝑥𝑖∕𝑊
−𝑠𝑖 sin 𝛽𝑖 𝑠𝑖 cos 𝛽𝑖 𝑡𝑦𝑖∕𝐻

]

(5)

Fourthly, the affine transformation parameters are employed for
all shape representations

{

𝑿𝑖
}

and the original annotations to obtain
the aligned shape representations

{

𝑿′
𝑖
}

and the aligned annotations
{

𝑦𝑖,𝑎𝑙𝑖𝑔𝑛
}

.
Next, principal component analysis (PCA) is performed on the

aligned shape representations to obtain a shape model. According to
PCA, 𝑘 maximum eigenvectors 𝑷 = [𝑝1, 𝑝2,… , 𝑝𝑘] and eigenvalues
𝜦 = 𝑑𝑖𝑎𝑔(𝜆1, 𝜆2,… , 𝜆𝑘) can be obtained.

Finally, the shape model is used to calculate the shape coefficient
for all data. The final shape coefficient 𝒃𝑖 of image 𝑖 is obtained by:

𝒃 =
[

𝑏 ,… , 𝑏
]𝑇 = 𝑷 𝑇 (𝑿′ − �̄�′) (6)
𝑖 𝑖0 𝑖𝑘 𝑖
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Fig. 3. The structure of the ASM module.
Fig. 4. The structure of the region connectivity correction module.
where �̄�′ is the mean shape of {𝑿′
𝑖}

𝑁
𝑖=1. The coefficient 𝑏𝑖𝑗 is further

truncated within the range of
[

−3
√

𝜆𝑗 , 3
√

𝜆𝑗
]

to alleviate the outliers.
The corresponding constrained shape can be obtained through the

inverse operation of the above formula:

𝑿′
𝑖 = �̄�′ + 𝑷𝒃𝑖 (7)

The ASM module used for calculating alignment and shape param-
eters consists of three parts, two encoders and an affine transformation
operator, as shown in Fig. 3. The first encoder is named as ‘𝜃 predictor’
which learns the parameters of the affine matrix 𝜽𝑖. It consists of
convolutional and fully connected layers. The affine transformation
operator aligns the segmentation results according to the predicted
affine matrix, and outputs the aligned segmentation results 𝑦𝑖,𝑎𝑙𝑖𝑔𝑛. The
affine transformation operator includes two parts: grid generator and
sampler [28]. The grid generator is used to process the predicted affine
matrix to create a sampling grid, which is a set of points where the
input feature is sampled to produce the transformed output. The feature
and the sampling grid are taken as inputs to the sampler, producing
the output feature sampled from the input as the grid points. The
second encoder called ‘b predictor’ encrypts the aligned result into
shape coefficient 𝒃𝑖. It also consists of convolutional and fully connected
layers. Two predicted parameters 𝜽𝑖 and 𝒃𝑖 together with the alignment
output 𝑦𝑖,𝑎𝑙𝑖𝑔𝑛 are used for calculating the shape constraint loss.

2.2. Semi-supervised pipeline

Inspired by the mean teacher model [23], our model  is a
Siamese-like structure including a student model and a teacher model
which share the same model structure. In this paper, deep retinal image
understanding (DRIU) [29] is introduced as the backbone of the student
model and teacher model. The DRIU is a deep neural network specially
designed for retinal image segmentation which can simultaneously
segment the OD and vessels in the retina. In order to enable the network
4

to learn shape information, an ASM module is added to optimize the
model training, which is used to calculate the shape parameters and the
shape constraint loss. During the training process, only the parameters
of student model are obtained through learning, and the parameters
of the teacher model are obtained by the exponential moving average
(EMA) of the student model, so the ASM module is only cascaded after
the student model. Both labeled and unlabeled data are input into the
student model and the teacher model, but only the prediction results of
the labeled part in student model are input into the ASM module. This
is because the ASM module is used to calculate the shape constraint
loss, and only labeled data have shape labels. The output of the teacher
model is treated as the pseudo label, which contains many errors. In
order to obtain more accurate pseudo labels, the output of the teacher
model is processed by the region connectivity correction module, which
uses the prior information that the PPA is a single connected region.
In this part, we will first introduce the mean teacher model, then
introduce the region connectivity correction module.

2.2.1. Mean teacher model
The mean teacher model consists of two components: student model

and teacher model, where the architecture of student model is repli-
cated into the teacher model. For the same input data, different data
transformations are used to process the data and then they are input
to the student model and teacher model respectively to obtain the
predicted outputs �̂�𝐿∕𝑈𝑜𝑢𝑡𝑝𝑢𝑡 and �̂�𝐿

′∕𝑈 ′

𝑜𝑢𝑡𝑝𝑢𝑡 . In the loss function, the supervised
loss only includes the segmentation loss 𝑠𝑒𝑔 , and the unsupervised loss
is the consistency loss between �̂�𝐿∕𝑈𝑜𝑢𝑡𝑝𝑢𝑡 and �̂�𝐿

′∕𝑈 ′

𝑜𝑢𝑡𝑝𝑢𝑡 . According to the loss
function, the student model is trained by the gradient descent optimizer
while the teacher model is optimized as the EMA of the student param-
eters. Specifically, assuming the student model is parameterized by 𝜙
and the teacher model is parameterized by 𝜙′, the weights updating
formula of the teacher model at training step 𝑡 is expressed in Eq. (8).

𝜙′ = 𝛼𝜙′ + (1 − 𝛼)𝜙 (8)
𝑡 𝑡−1 𝑡
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where 𝛼 is the coefficient of EMA decay to control the updating rate,
𝜙𝑡 is the parameter of the student model at training step 𝑡, and 𝜙′

𝑡−1 is
the parameter of the teacher model at training step 𝑡 − 1.

2.2.2. Region connectivity correction module
Since there is no restriction on unlabeled data, the PPA segmen-

tation result from model 𝑇 might gain some undesirable discrete
areas. This is mainly caused by the disturbances in the image, such
as the white fiber layer and abnormal bright region. Moreover, the
appearance of PPA is crescent and a consistent region. Based on this
prior knowledge, we propose a region connectivity correction module
to refine the pseudo label generated by 𝑇 , as shown in Fig. 4.
It is achieved by generating a mask to filter out the area with low
probability.

The output of 𝑇 is first thresholded by a constant value to remove
the predictions with low probability. After thresholding, the output
may occur with minor breaks. If taking the largest connected region
as the output, it will be far from ground truth. In order to avoid the
above situation, the dilation operation is used to process the output
after thresholding and then take the largest connected region. Due to
the expansion of the region after dilation will introduce additional
distractions, the current output cannot be directly used as the pseudo
label. Therefore, the final pseudo label is obtained by multiplying the
current output with the output of 𝑇 .

2.3. Loss function

Our loss function consists of three parts: the segmentation loss
𝑠𝑒𝑔 and shape constraint loss 𝐴𝑆𝑀 on labeled data as well as the
consistency loss 𝑐𝑜𝑛 on both labeled and unlabeled data.

Segmentation loss: The segmentation loss calculates the difference
between the PPA segmentation map and the ground truth, which is
formulated by:

𝑠𝑒𝑔 = 1
𝑀

𝑀
∑

𝑖=1
(1 −

2𝑦𝐿𝑖 �̂�
𝐿
𝑖,𝑜𝑢𝑡𝑝𝑢𝑡

𝑦𝐿𝑖 + �̂�𝐿𝑖,𝑜𝑢𝑡𝑝𝑢𝑡
) (9)

where 𝑦𝐿𝑖 and �̂�𝐿𝑖,𝑜𝑢𝑡𝑝𝑢𝑡 represent the ground truth and the segmentation
result for image 𝑖. 𝑀 is the number of labeled images.

Shape constraint loss: The proposed ASM loss can be formulated
as:

𝐴𝑆𝑀 = 𝜃 + 𝛾𝑏 + 𝑎𝑙𝑖𝑔𝑛 (10)

where 𝜃 and 𝑏 are loss terms updating the encoders, and 𝛾 is a
hyperparameter. In addition, we also include an align loss 𝑎𝑙𝑖𝑔𝑛 to
constrain the alignment, which can further improve the accuracy of
parameters in the affine matrix.

The calculation formulas of 𝐿𝜃 , 𝐿𝑎𝑙𝑖𝑔𝑛 and 𝐿𝑏 are defined as:

𝜃 = 1
𝑀

𝑀
∑

𝑖=1
(𝜽𝐿𝑖 − �̂�𝐿𝑖 )

2 (11)

𝑎𝑙𝑖𝑔𝑛 =
1
𝑀

𝑀
∑

𝑖=1
(1 −

2𝑦𝐿𝑖,𝑎𝑙𝑖𝑔𝑛�̂�
𝐿
𝑖,𝑎𝑙𝑖𝑔𝑛

𝑦𝐿𝑖,𝑎𝑙𝑖𝑔𝑛 + �̂�𝐿𝑖,𝑎𝑙𝑖𝑔𝑛
) (12)

𝑏 =
1
𝑀

𝑀
∑

𝑖=1
(𝒃𝐿𝑖 − �̂�𝐿𝑖 )

2 (13)

where 𝜽𝐿𝑖 , 𝑦𝐿𝑖,𝑎𝑙𝑖𝑔𝑛 and 𝒃𝐿𝑖 represent the ground truth of affine matrix,
alignment result and shape coefficient for image 𝑖 respectively, and (̂⋅)
epresent the predicted results.
Consistency loss: The consistency loss is calculated by the pseudo

abel generated by 𝑇 and the output of the student model, as shown
n Eq. (14).

𝑐𝑜𝑛 =
1

𝑀 +𝐾

𝑀+𝐾
∑

𝑖=1
[−�̂�𝐿

′∕𝑈 ′

𝑖,𝑝𝑜𝑠𝑡 𝑙𝑜𝑔(�̂�
𝐿∕𝑈
𝑖,𝑜𝑢𝑡𝑝𝑢𝑡)

𝐿′∕𝑈 ′ 𝐿∕𝑈

(14)
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−(1 − �̂�𝑖,𝑝𝑜𝑠𝑡 )𝑙𝑜𝑔(1 − �̂�𝑖,𝑜𝑢𝑡𝑝𝑢𝑡)]
where �̂�𝐿∕𝑈𝑜𝑢𝑡𝑝𝑢𝑡 and �̂�𝐿
′∕𝑈 ′

𝑝𝑜𝑠𝑡 respectively represent the segmentation result
of student model and the post-processing output of the teacher model.
𝐾 is the number of unlabeled images.

Finally, the overall loss function to optimize 𝑆 can be formulated
as:

 = 𝑠𝑒𝑔 + 𝐴𝑆𝑀 + 𝜔𝑐𝑜𝑛 (15)

where 𝜔 is a hyperparameter for the proportion of consistency loss 𝑐𝑜𝑛.
The pseudo-code of our proposed method is shown in Algorithm 1.

Algorithm 1 Our proposed semi-supervised segmentation algorithm
Input:

Labeled training set 𝐷𝐿 = {(𝑥𝐿𝑖 , 𝑦
𝐿
𝑖 ,𝜽

𝐿
𝑖 , 𝑦

𝐿
𝑖,𝑎𝑙𝑖𝑔𝑛, 𝒃

𝐿
𝑖 )}

𝑀
𝑖=1

Unlabeled training set 𝐷𝑈 = {𝑥𝑈𝑖 }
𝐾
𝑖=1

Variable definitions:
𝑆 (⋅, 𝜙) →student model
𝑇 (⋅, 𝜙

′ ) →teacher model
𝐴𝑆𝑀 (⋅, 𝜙𝐴𝑆𝑀 ) →ASM module
𝑆,𝐴𝑆𝑀 (⋅, 𝜙, 𝜙𝐴𝑆𝑀 ) →cascade ASM module behind student

model
𝐴(⋅) →data transformation.
𝜔(⋅) → consistency weight ramp-up function
𝑇ℎ𝑟𝑒 → manually selected threshold

utput:
Student model 𝑆
for 𝑘 in [1,num_epochs] do
for (𝑥𝐿, 𝑦𝐿) ∈ 𝐷𝐿 𝑎𝑛𝑑 𝑥𝑈 ∈ 𝐷𝑈 do
�̂�𝐿𝑜𝑢𝑡𝑝𝑢𝑡, �̂�

𝐿, �̂�𝐿𝑎𝑙𝑖𝑔𝑛, �̂�
𝐿
← 𝑆,𝐴𝑆𝑀

(

𝑥𝐿, 𝜙, 𝜙𝐴𝑆𝑀
)

�̂�𝑈𝑜𝑢𝑡𝑝𝑢𝑡 ← 𝑆
(

𝑥𝑈 , 𝜙
)

�̂�𝐿′
𝑜𝑢𝑡𝑝𝑢𝑡 ← 𝑇

(

𝐴
(

𝑥𝐿
)

, 𝜙′)

�̂�𝑈 ′
𝑜𝑢𝑡𝑝𝑢𝑡 ← 𝑇

(

𝐴
(

𝑥𝑈
)

, 𝜙′)

�̂�𝐿
′∕𝑈 ′

𝑡ℎ𝑟𝑒 = �̂�𝐿
′∕𝑈 ′

𝑜𝑢𝑡𝑝𝑢𝑡 > 𝑇ℎ𝑟𝑒

�̂�𝐿
′∕𝑈 ′

𝑑𝑖𝑙𝑎𝑡𝑖𝑜𝑛 = 𝐷𝑖𝑙𝑎𝑡𝑖𝑜𝑛(�̂�𝐿
′∕𝑈 ′

𝑡ℎ𝑟𝑒 , 𝑘𝑒𝑟𝑛𝑒𝑙)

�̂�𝐿
′∕𝑈 ′

𝑐𝑜𝑛𝑛𝑒𝑐𝑡 = 𝐿𝑎𝑟𝑔𝑒𝑠𝑡 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑(�̂�𝐿
′∕𝑈 ′

𝑑𝑖𝑙𝑎𝑡𝑖𝑜𝑛)

�̂�𝐿
′∕𝑈 ′

𝑝𝑜𝑠𝑡 = �̂�𝐿
′∕𝑈 ′

𝑐𝑜𝑛𝑛𝑒𝑐𝑡 ⋅ �̂�
𝐿′∕𝑈 ′

𝑜𝑢𝑡𝑝𝑢𝑡
 = 𝑠𝑒𝑔 + 𝐴𝑆𝑀 + 𝜔(𝑘)𝑐𝑜𝑛
Update 𝜙 𝑎𝑛𝑑 𝜙𝐴𝑆𝑀 with regard to 
𝜙′ = 𝛼𝜙′ + (1 − 𝛼)𝜙

end for
end for

3. Experimental results

3.1. Dataset description

Two datasets are used to validate the proposed method which are
provided by Beijing Tongren Hospital. All images are collected from pri-
mary school students from grade one to six. Dataset 1 has 200 labeled
images. Dataset 2 contains 407 unlabeled images. The Institutional
Review Board (IRB) number of this study is TRECKY2017-061.

We randomly select 50 images from the labeled dataset (Dataset 1)
as the testing set, and the rest as the training set. The dataset used for
fully supervised manner in the follow-up experiments only uses Dataset
1 and keeps the testing set unchanged.

The data used in the experiments focus on the region of interest
(ROI) in retinal images. The ROI is extracted using the method in
Ref. [30] to locate the center of OD followed by a resizing operation to
512 × 512, and normalized to the right eye. Since the original image is
centered on the macula, it can be normalized to the right eye according
to the central position of OD.



Computers in Biology and Medicine 166 (2023) 107464M. Li et al.

b

s
c
E
d

𝜔

w
a
t

3

I
a
p
b
b
s
p
o
t
b

Table 1
Results of our semi-supervised method under different numbers of labeled data. ↑ means that the higher the indicator, the better, and ↓ means that the lower the indicator, the
etter.

L/U Dice (%) ↑ F1 (%) ↑ Pre (%) ↑ Rec (%) ↑ Acc (%) ↑ IoU (%) ↑ ASSD↓ mAP (%) ↑

Supervised 150/0 80.05 81.42 81.04 81.81 99.06 68.67 5.17 79.29

Ours

25/125 65.45 66.05 68.00 64.26 98.33 49.32 10.67 66.23
50/100 75.50 76.52 75.23 77.86 98.79 61.98 6.52 79.52
75/75 79.02 79.76 77.40 82.29 98.95 66.34 5.59 81.80
100/50 79.79 80.61 78.97 82.32 99.00 67.52 5.19 82.26
125/25 80.87 81.86 79.31 84.57 99.05 69.29 4.73 83.45

1 ‘‘L/U’’ denotes the number of labeled images versus unlabeled images.
Table 2
Results of our semi-supervised method under different numbers of unlabeled data.

L/U Dice(%) ↑ F1(%) ↑ Pre(%) ↑ Rec(%) ↑ Acc(%) ↑ IoU(%) ↑ ASSD↓ mAP(%) ↑

150/50 80.81 81.98 80.86 83.13 99.08 69.46 5.33 83.73
150/100 81.00 82.07 80.04 84.22 99.07 69.60 4.89 83.98
150/150 81.20 82.24 80.48 84.09 99.08 69.84 4.83 83.98
150/300 81.43 82.39 80.78 84.07 99.09 70.06 4.83 83.96
150/407 81.53 82.57 81.50 83.67 99.11 70.32 4.72 84.00

1 ‘‘L/U’’ denotes the number of labeled images versus unlabeled images.
Table 3
Results of the baseline method (MT) and our method with different student and teacher models.

Dice (%) ↑ F1 (%) ↑ Pre (%) ↑ Rec (%) ↑ Acc (%) ↑ IoU (%) ↑ ASSD↓ mAP (%) ↑

DRIU [29] Baseline 79.68 80.97 80.28 81.70 99.03 68.02 5.47 80.88
Ours 81.53 82.57 81.50 83.67 99.11 70.32 4.72 84.00

U-Net [33] Baseline 79.45 80.74 80.49 80.99 99.03 67.70 5.41 81.00
Ours 80.31 81.39 79.87 82.96 99.04 68.62 4.84 82.31

PSPNet [34] Baseline 80.54 81.75 81.72 81.78 99.08 69.13 5.21 81.95
Ours 80.95 82.23 81.26 83.21 99.09 69.82 4.87 84.42
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3.2. Implementation details

The code of our method is implemented using PyTorch. For all
experiments, 200 epochs are trained. The first 100 epochs have a
fixed learning rate of 0.0001, and the learning rate for the next 100
epochs is linearly decreased to 0. All experiments are optimized using
Adam optimizer with the batch size of 12. Moreover, when processing
the labeled data to generate the shape ground truth, the number of
sampling points 𝑛 is 44. The information retention rate in PCA is
elected as 99%, and the length of shape coefficient vector is 12. The
oefficient of EMA 𝛼 = 0.999 in Eq. (8). The hyperparameter 𝛾 in
q. (10) is selected as 10. The consistency weight 𝜔 in Eq. (15) is
ynamically changed over time as a function of:

=

⎧

⎪

⎨

⎪

⎩

0 𝑡 ≤ 10
exp (−5 × (1 − 𝑡∕𝑡𝑚𝑎𝑥)2) 10 < 𝑡 ≤ 𝑡𝑚𝑎𝑥

1 𝑡 > 𝑡𝑚𝑎𝑥
(16)

here 𝑡 and 𝑡𝑚𝑎𝑥 denote the current and the ramp-up maximum epoch,
nd 𝑡𝑚𝑎𝑥 is set to 100 in this experiment. Besides, the threshold is set
o 0.3 and the kernel size is selected as 5 × 5 in Algorithm 1.

.3. Evaluation metrics

Dice, F1-score (F1), Precision (Pre), Recall (Rec), Accuracy (Acc),
oU, Average symmetric surface distance (ASSD) [31] and Mean Aver-
ge Precision (mAP) [32] are adopted to evaluate PPA segmentation
erformance. Both Dice and IoU are metrics to measure the similarity
etween the segmentation results and the ground truth. mAP is used
y the PASCAL Visual Object Classes (VOC) Challenge to evaluate the
egmentation results. ASSD is the average of all the distances from
oints on the boundary of the segmentation region to the boundary
f ground truth. Our results are the average score of three runs. The
hreshold used to obtain the final segmentation result is determined
6

ased on the best value of F1-score. s
.4. Experiments with different ratios of labeled and unlabeled data

In order to verify the effectiveness of the proposed semi-supervised
ipeline, we compare it with the original fully supervised method.
he dataset used in this part of experiment is Dataset 1, and the
xperimental results are shown in Table 1. The fully supervised model is
DRIU network trained with all labeled data. When training the semi-

upervised model, the total amount of training data is kept constant
nd the experiments are carried out under the condition of different
atios of labeled data and unlabeled data. It can be observed that the
erformance is increased by using more labeled data for training. When
nly 1/3 of the labeled data are used for training, the mAP obtained
xceeds that of the fully supervised method. The ASSD metric also
utperforms fully supervised method when 2/3 of the labeled data
re used in the training process. When trained with 5/6 labeled data,
lmost all indicators surpass the fully supervised method. The results
emonstrate that our semi-supervised method is effective, which can
chieve better results with less labeled data.

We also conduct experiments to explore the contribution of unla-
eled data. In this experiment, the amount of labeled data is kept con-
tant, and the amount of unlabeled data is changed. The labeled data
omes from Dataset 1, and the unlabeled data comes from Dataset 2.
he experimental results are shown in Table 2. It can be observed that
he more unlabeled data, the better performance of the network. In
rder to make full use of all available data, in the subsequent semi-
upervised experiments, Dataset 1 is fully used as labeled data and
ataset 2 is fully used as unlabeled data.

.5. Results on different model structures

To demonstrate the generality of the semi-supervised pipeline, dif-
erent student and teacher structures are compared including DRIU
29], U-Net [33], PSPNet [34] respectively. The experimental results
re shown in Table 3. ‘Baseline’ in the table indicates that the semi-
upervised scheme is mean teacher model, and ‘Ours’ indicates that the
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Table 4
Quantitative results of ablation study.

Mean
teacher

Shape
constraint

Region
connectivity
correction

Dice (%) ↑ F1 (%) ↑ Pre(%) ↑ Rec (%) ↑ Acc (%) ↑ IoU (%) ↑ ASSD↓ mAP (%) ↑

✓ 79.68 80.97 80.28 81.70 99.03 68.02 5.47 80.88
✓ ✓ 81.27 82.41 82.55 82.28 99.11 70.08 5.12 83.30
✓ ✓ 79.81 80.99 80.20 81.81 99.03 68.06 5.22 81.87
✓ ✓ ✓ 81.53 82.57 81.50 83.67 99.11 70.32 4.72 84.00
Table 5
Complexity analysis of ablation study.
Mean
teacher

Shape
constraint

Region
connectivity
correction

FLOPs (G) Params (M) Train-time
(s/epoch)

✓ 85.16 14.94 24.23
✓ ✓ 86.91 17.58 25.39
✓ ✓ 85.16 14.94 36.83
✓ ✓ ✓ 86.91 17.58 37.19
Fig. 5. Visual results of ablation experiments on shape constraint. MT is the abbrevia-
tion of mean teacher. ASM refers to the ASM module here, and RCC is the abbreviation
of region connectivity correction module. The red is the ground truth, the green is the
segmentation result, and the yellow is the overlap area.

ASM module and the region connectivity correction module are added
on the basis of mean teacher model. It can be noted from the table that
no matter what structures are adopted, our proposed method improves
all metrics except Pre. It can be seen from the experimental results that
the proposed semi-supervised scheme is a generalized method and can
be extended to other network structures.

3.6. Ablation study

In this part, we verify the effectiveness of the proposed ASM module
and region connectivity correction module. Table 4 displays the results
of ablation study. When only adding the ASM module, all metrics are
better than the original mean teacher model, especially mAP increases
more than 2%. The proposed shape constraint loss makes the student
model incorporate with the shape information in the training process,
resulting in a precise shape appearance. As shown in Fig. 5, the results
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generated by the model with shape constraint are with more smooth
boundary and crescent-like appearance. When only adding the region
connectivity correction module, although most of the indicators are
the same as the original mean teacher model, it has improved in both
mAP and ASSD. The reduction of ASSD means that the segmentation
boundary is closer to the ground truth boundary, which can reduce
the influence of noise region. It can also be seen from Fig. 5 that the
connectivity of the result obtained after adding the region connectivity
module is better. When both the ASM module and the region connec-
tivity correction module are added to the baseline with mean teacher
model, the mAP and ASSD can be significantly improved.

We carry out the complexity analysis of ablation study. The results
are shown in Table 5. After adding the ASM module, although the
number of parameters (Params) and floating point operations (FLOPs)
increase, the training time remains basically the same. After adding
the region connectivity correction module, there is no change in the
number of Params and FLOPs, but the training time will increase due
to the calculation of the maximum connected region. Since the ASM
module and region connectivity correction module are used only in the
training phase to facilitate the learning of DRIU, and the final segmenta-
tion results can be obtained directly by using the DRIU network during
testing, the increase in time and space costs only affects the training
phase.

3.7. Comparison with existing methods

3.7.1. Comparison with other semi-supervised methods
We compare our method with the latest semi-supervised segmen-

tation methods, including mean teacher model [23], RLSSS [35],
DTC [36], DTML [37], MC-Net [38], RMT_VAT [39] and SS-Net [40].
The mean teacher model has been introduced in Section 2.2.1. The
specific operation of RLSSS is that the student model learns from
the pseudo labels generated by the teacher model, and then the pa-
rameters of the teacher model are updated according to the labeled
data performance of the student model [35]. Both DTC and DTML
adopt a dual-task framework by predicting a pixel-wise segmentation
map and a geometry-aware level set representation of the target si-
multaneously and calculating the consistency association between the
two predicted results. MC-Net includes multiple decoder outputs, and
makes consistency constraints between the probability output of one
decoder and the soft pseudo labels of other decoders. RMT_VAT is
composed of mean teacher model and a regularization-driven strategy
with virtual adversarial training and entropy minimization. SS-Net
explores pixel-level smoothness by applying adversarial noises and
inter-class separation by shrinking each class distribution. These semi-
supervised methods are all tested on our datasets. It should be noted
that the ASM module and the region connectivity correction module are
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Table 6
Segmentation results of different semi-supervised methods.

Dice (%) ↑ F1 (%) ↑ Pre (%) ↑ Rec (%) ↑ Acc (%) ↑ IoU (%) ↑ ASSD↓ mAP (%) ↑

MT [23] 79.68 80.97 80.28 81.70 99.03 68.02 5.47 80.88
RLSSS [35] 80.60 81.74 79.64 83.95 99.05 69.11 5.00 78.67
DTC [36] 80.51 81.96 80.28 81.70 99.09 69.44 5.54 76.61
DTML [37] 80.79 82.28 81.75 82.83 99.10 69.90 5.00 79.67
MC-Net [38] 80.74 82.19 82.16 82.23 99.10 69.77 5.38 76.45
RMT_VAT [39] 81.19 82.34 80.10 84.71 99.08 69.98 4.74 81.19
SS-Net [40] 81.35 82.49 81.27 83.75 99.10 70.20 5.10 81.35
Ours 81.53 82.57 81.50 83.66 99.11 70.32 4.72 84.00
Fig. 6. Segmentation results of different semi-supervised methods on our PPA dataset.
Table 7
Segmentation results of different post-processing methods.

Dice (%) ↑ F1 (%) ↑ Pre (%) ↑ Rec (%) ↑ Acc (%) ↑ IoU (%) ↑ ASSD↓ mAP↑

MT+RCC 79.81 80.99 80.20 81.81 99.03 68.06 5.22 81.87
MT+RCC+Post_CRF 78.30 79.61 85.70 74.33 99.04 66.13 6.32 –
MT+RCC+Post_ASM 79.94 81.23 81.68 80.80 99.06 68.40 5.35 –
MT+RCC+Post_DAE [17] 81.15 82.21 79.12 85.42 99.07 69.79 4.76 –
Ours 81.53 82.57 81.50 83.66 99.11 70.32 4.72 84.00

1 The ‘–’ indicates that the prediction result cannot calculate mAP.
not involved in this experiment, since the above methods are different
in network structures. To compare with our proposed method fairly,
DRIU [29] is employed as the segmentation backbone for all methods.

Comparison results of different semi-supervised segmentation meth-
ods are shown in Table 6. Among them, DTC and DTML methods adopt
a dual-task model, and add shape constraints by calculating the signed
distance maps. RMT_VAT and SS-Net methods constrain the pixel level
smoothness to improve network performance. It can be observed from
the table that our method is slightly lower than DTML and MC-Net in
precision, and lower in recall when compared with RLSSS, RMT_VAT
and SS-Net. Precision and recall are often mutually constrained, and
only one of the indicators is higher in the above comparison methods.
Our method achieves state-of-the-art performance when evaluated on
comprehensive metrics such as Dice and F1-score, and obtains the
closest segmentation boundary to the ground truth. Fig. 6 shows the
visual comparison between our method and others. It can be seen
that our model gets the most accurate results in these samples with
smoother PPA boundary and more connective segmentation.
8

3.7.2. Comparison with shape constraint post-processing methods
In order to explore the effectiveness of shape constraints in our

proposed method, we compare the segmentation results with methods
using shape constraints as post-processing. In this case, the rough seg-
mentation results before post-processing operation are obtained using
the mean teacher model only with the region connectivity correction
module. In this part, we compare the post-processing methods men-
tioned in Section 1 including CRF [13], ASM [27] and Post-DAE [17].
Quantitative results are shown in Table 7. It can be seen from the
table that when using ASM and Post-DAE, the post-processing results
of Dice are improved, but they are still lower than our method. The
results verify the superiority of embedding ASM in loss in this paper.
In terms of performance, our methods has reached the optimum, and
our method can directly output the segmentation results end-to-end,
while the post-processing method is a two-step operation. Compared
with the post-processing methods, our method is more convenient. The
visual results are shown in Fig. 7. From the figure, we can see that our
method can make the final segmentation results smoother and play the
role of shape constraint.
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Fig. 7. Segmentation results of different post-processing methods.
Table 8
Quantitative results compared with other PPA segmentation methods.

Dice (%) ↑ F1 (%) ↑ Pre (%) ↑ Rec (%) ↑ Acc (%) ↑ IoU (%) ↑ ASSD↓ mAP (%) ↑

Traditional method EORL [8] 63.70 63.18 57.24 70.49 97.93 46.18 8.35 –

Supervised
MFCN [9] 76.49 78.40 80.67 76.25 98.94 64.47 9.93 74.58
BGN [10] 79.99 81.52 80.18 82.92 99.05 68.81 5.18 81.59
SGN [21] 81.03 82.28 80.99 83.61 99.09 69.89 4.89 83.93

Semi-supervised Ours 81.53 82.57 81.50 83.67 99.11 70.32 4.72 84.00

1 The ‘–’ indicates that the prediction result cannot calculate mAP.
Fig. 8. Segmentation results of different PPA segmentation methods.
9
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3.7.3. Comparison with methods on PPA segmentation
In this part, we compare our segmentation results with other state-

of-the-art methods on PPA segmentation. It can be observed from
Table 8 that the traditional method proposed in Ref. [8] achieves rela-
tively lower performance than other deep learning methods. Compared
with the fully supervised segmentation method in Refs. [9,10,21],
our method improves on all metrics. It is important to note that the
MFCN [9] is a multi-task method which segments OD and PPAOD
simultaneously. The evaluation index mAP used in the original paper is
the average result of calculating mAP for OD and PPAOD respectively.
However, mAP in our paper is only calculated for the PPA segmentation
results. If the evaluation index mAP in the original MFCN paper is used,
it is 89.3%, which is close to the results shown in the paper, which
proves the credibility of the recurring experiment.

Fig. 8 shows the visual comparison between our method and others.
It can be observed that the method in Ref. [8] outputs smoother
results. The reason is that it uses the ellipse constraint. However,
due to the complicated brightness transformation around the OD, this
method visually has a significant deviation from the ground truth of the
boundary. The results obtained by MFCN are weak in edge continuity.
The reason is that the edge continuity constraints are added to OD and
PPAOD, but the edge continuity after subtraction is not guaranteed for
PPA segmentation. In contrast, our method can directly segment the
PPA, and the obtained results are closer to the ground truth.

4. Conclusion

In this paper, we propose a novel semi-supervised PPA segmentation
method with shape constraints and connectivity information. The shape
features can be achieved by the proposed shape constraint loss, which is
performed using an ASM module. For unlabeled data, in order to ensure
the pseudo label to be more accurate, the connectivity information is
added by the proposed region connectivity correction module to guar-
antee that PPA is a consistent region in the semi-supervised pipeline.
The proposed method achieves excellent performance quantitatively
and qualitatively. In future work, we will further conduct quantitative
analysis on PPA to explore its correlation with various eye diseases.
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